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Flashback: ISWC 2017 

•  Heist, Paulheim (2017): “Language-agnostic relation extraction from 
Wikipedia abstracts” 

•  Main idea: 
–  Find recurring patterns in abstracts 

municipality state country 

+ 
+ 

- 

- 

Heist, Paulheim: Language-agnostic relation exrtaction from Wikipedia Abstracts. In: ISWC 2017 
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Observation: Typical Patterns 

•  The first three populated places linked in an abstract about a town  
are that town’s municipality, state, and country 

•  All genres linked in an abstract about a writer  
are that writer’s genres 

•  The first place linked in an abstract about a person  
is that person’s birthplace 
 

•  Automatically finding those patterns:  
We can use existing relations as training data 
–  Using a local closed world assumption for creating negative examples 

•  Training data: 
–  Linked instances in an abstract, explicit relations extracted from infobox 
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From Entities to Numbers and Dates 

•  Key assumption: such patterns  
also exist for numbers and dates 

•  Examples: 
–  First date in an abstract about a person 

is the person’s birthdate 
–  First number in an abstract about a city 

is the city’s population 
 

•  Differences to entity-based extraction 
(aka: challenges) 
1.  numbers/dates are neither tagged nor typed 
2.  numbers/dates come in different formats 
3.  infobox value and value in abstract may use  

a different format and/or unit of measure and/or rounding 
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Challenge: Number/Date Formats 

•  Sometimes even inconsistent within a single Wikipedia page 

Paulheim: A Robust Number Parser based on Conditional Random Fields. In: KI 2017 
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Challenge: Infobox vs. Text Mismatch 
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Creating Training Data 

•  First step: spot any character sequences containing numbers 
–  Those could be numbers, dates, and others 
 

•  Second step: 
–  Try to parse sequences with spaCy and dateparser 
–  Tolerant, language-independent Python based number and date parsers 
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Creating Training Data 

•  Challenge: abstracts often use rounded values 
–  Or there are slight deviations 
–  Experimented with 1%, 1.5%, 2% tolerance 
–  Precision drops at 2% → we use 1.5% 

•  Gain: more training data 
•  Loss: false positives 
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Creating Training Data 

•  Challenge: different units of measure,  
mixed number-text notation (e.g., “3.4 million”) 

•  Approach: train a linear (b=0) model for context words 
–  i.e., context words can be linked to linear factors 
–  Accept models with at least 100 examples and R² value >0.85 
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Overall Approach 

•  Extract numbers from abstract 
•  Match them to numbers in the infobox 

–  Matching: positive example 
–  Non-matching: negative example 

•  Train a classifier 
–  Self-assessment: estimate precision 
–  Only classifiers above 95% precision are used to produce statements 
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Experiments 

•  Training example generation 
–  Extracted by identifying matching pairs in abstract and infobox 
–  Allowing deviation and linear factors (as above) 
–  Negatives: non-matching numbers/dates in the same abstract 

•  Datasets used for classification (true/false extraction) 
–  DBpedia 2016-10 and corresponding Wikipedia dump 
–  120 number and date valued properties  

w/ at least 100 positive training examples 
•  120 classifiers trained 
•  75%/25% split to allow self-assessment of trained models 
•  28 reach a precision >95% 
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Experiments 

•  Feature set 
–  Motivation: patterns such as “The first number in an abstract...” 
–  Features used: position in sentence, sentence in abstract, … 
–  Plus: bag of words around literal (e.g., “birth”, “population”, …) 
–  For numbers: deviation from mean 

•  Classifiers 
–  SGD, Naive Bayes, SVM, Decision Trees, Random Forest, Extra Trees, 

Bagging Decision Trees, XGBoost 
–  RandomForest used and fine-tuned after initial experiment 
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Results 

•  28 properties for which a model with 95% precision is trained 
–  Those generate 9M facts 
–  7% are not contained in DBpedia 

•  Mostly dates, not numbers 
 

 
 
 
 
 
•  Posterior validation on 500 newly generated facts 

–  Precision is 94.2% 
–  i.e., estimated precision is valid 
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Take Aways 

•  Literal-valued relations are challenging 
•  Tweaks to original entity-based approach 

–  Number/date tagging and parsing 
–  Tolerance intervals 
–  Learned model for unit conversion 

•  9M statements could be extracted (600k new) 
 

•  Code: https://github.com/FlorianSchrage/DBpediaLiteralRelations 
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Future Challenges 

•  Deeper analysis of deviations 
–  Is the correct value more likely in the abstract or the infobox? 
 

•  Better training data and learning 
–  Robustly discarding false matches 
–  Learning models for smaller datasets 
 

•  Learning complex formulae 
–  e.g., population density 

 
•  Transfer to other datasets 

–  e.g., DBkWik 
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